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State of AI use on LUMI

• LUMI end-user survey 2024:

• 29% of LUMI users state AI as main field of computation

• 41% use Machine Learning frameworks on LUMI in one way or another

• PyTorch by far most popular framework, followed by Scikit-learn, TensorFlow, Jax, ...

• Number of AI users increases every year

• LUMI was not designed as a supercomputer optimized for AI tasks

• … but we are working on making it more and more user friendly



Challenges for new AI users on LUMI

• Software installations (EasyBuild modules, singularity containers, v irtual env ironments, ...)

• AMD GPUs instead of more commonly used NVidia hardware

• "Many small files problem" - compatibility with Lustre file system

• Scaling training jobs to multiple GPUs and nodes

• Monitoring and profiling training jobs

• ...
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LUMI AI Guide

• Designed to assist users in migrating their 

machine learning applications from smaller-

scale computing env ironments to LUMI

• Includes an A-Z example of training an 

image classification model using a Vision 

Transformer (VIT) on the ImageNet dataset 

on LUMI



Requirements

• A basic understanding of machine learning concepts and Python programming. The 

guide will focus primarily on aspects specific to training models on LUMI.

• An active user account on LUMI and familiarity with its basic operations.

• If you wish to run the included examples, you need to be part of a project with GPU 

hours on LUMI.



Some highlights

Chapter 2. Setting up your own env ironment
• Prov ided containers on LUMI
• Interacting with a containerized env ironment
• Installing additional Python packages in a container
• Using Custom container images

•Chapter 3. File formats for training data

• Squashfs

• HDF5

• LMDB

• Performance benchmarks

• Scripts to convert data from one format to another



Some highlights

Chapter 4. Data Storage Options

• LUMI-P

• LUMI-F

• RAMfs

• File striping

Chapter 5. Multi-GPU and Multi-Node Training

• PyTorch DDP

• Torchrun

• DeepSpeed

• Optimal CPU-GPU bindings

• RCCL env ironment variables



Chapter 6. Monitoring and Profiling jobs

• Monitoring jobs with rocm-smi

• PyTorch profiler

• AMD profilers



Chapter 7 – 9: Visualization tools: TensorBoard, 
MLflow, Wandb



Code examples for all chapters

You can run included examples yourself!

• set_up_environment.sh script copies 
container and training data to your directory

• Python and Slurm scripts included for every 
chapter

• ViT (Vision Transformer) example starts in first 
chapter on a single GPU

• Scripts are modified for every chapter



Please provide feedback

• Find guide at https://github.com/Lumi-supercomputer/LUMI-AI-Guide

• Reach out to us v ia tickets or GitHub issues

• Is an essential part missing in the Guide?

• AI Guide will be regularly updated and maybe extended based on your feedback

https://github.com/Lumi-supercomputer/LUMI-AI-Guide

