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• How many people involved from ELMER team? • 4 developers (J. Kataja, J. Ruokalainen, P. 

Råback, T. Zwinger) – underlined names 

present in Brussels. 

• Worked with Emanuele Vitali (LUST) and 

Thierry Braconnier, George Markomanolis, 

Samuel Antaro

Hackathon



rocALUTION

Getting Elmer ready for GPUs

• POP3 audit with MPI + OMP SIMD CPU version (baseline for next audit using GPU offload)
• Working through code-base to reach compatibility with several involved compiler suites 

(gcc, clang, CrayCE) – LUMI needs Cray-Fortran to enable OMP target offloading!
• Working on different interfaces for offloading linear system solution step to GPUs 

(M250 and A100)

MPI – domain 
decomposition

Target offload for 
matrix assembly

Sparse matrix 
solution library for 
particular GPU

rocALUTION



Goals for Hackathon

• Profile and measure the current code and interpret the profiling results 

o Optimize accordingly

• Build a system so that user may provide material (c) and force (k) parameters

oPrecompute to nodes on CPU w/ ElmerLibrary

• Keep CSR matrix on GPU and call rocALUTION solvers

• Explore compilers (CCE 16/17/18 and AMDclang/flang)



Goals for Hackathon

• Profile and measure the current code and interpret the profiling results 

o Optimize accordingly

• Build a system so that user may provide material (c) and force (k) parameters

oPrecompute to nodes on CPU w/ ElmerLibrary

• Keep CSR matrix on GPU and call rocALUTION solvers

• Explore compilers (CCE 16/17/18 and AMDclang/flang)



Compiler testing:  Compile – (run) - crash

• Tested AMDclang/flang:

• Error on LLVM level?

• Difficult to get reproducer



Compiler testing:  Compile – (run) - crash

• Cray Compilers:

• Only working combination @LUMI:

oWe then use CCE17 runtime

Conclusions: of hackathon

• Forget current stack CCE17 for compilation

• Workarounds for CCE18 – investment into next system update (Emanuele, Thierry, 

Thomas)

oMain issue when passing pointer and receiving as object in subroutine (allowed by standard –
object should behave as associated to the object behind the pointer)

o In CCE17 – internal compiler error + segfault at runtime 

o In CCE18 – segfault; -O2 doesn’t work – segfault in runtime

oWorkaround: callee function dummy argument changed to pointer instead of object

COMPILER="cce/16.0.1"

MPI="cray-mpich/8.1.27"

echo "loaded modules:"

module load $COMPILER $MPI

module load LUMI/23.09 partition/G 

rocm/5.4.6



OpenMP kernels



gpu_threadlimit: normal gpu
offloading constructs + 
num_teams(220) 

thread_limit(64)

Coalesced is low (access 
to memory) – room for 
improvement on data-
layout



Coalesced is low (access 
room for 



A lot of integer operations 



rocALUTION

• Run without MPI works (single task, single node multiple GPUs)

• Run with MPI failed

• Identified issue: missing device to host copy of results vector

• We think we fixed it – too little time to show results


