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Two ways of accessing LUMI

via SSH connection
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Accessing the LUMI web-interface

* Go to https://www.lumi.csc.fi
* Click “Go to login”

* Selectlogin method

- In most cases you should select
MyAccessID / Puhuri

- Finnish users: if you have linked your
account to MyCSC, you can also use Haka

* MyAccessID: type the name of your
institution / university

* You should be directed to your institution’s
login page

LUMI

Select authentication provider
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Which authentication method should | use?

G ' Access|D

Login with

‘ Examples: University of Bologna, name@autt

or

& Login with elDAS

e Login with edulD Sweden
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The web interface has been updated to release 3. MATLAB and Vislt are now available in the Desktop app. Additionally, the web version of MATLAB is also available as
an interactive app.
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Jupyter notebook

* Launching Jupyter actually launches a job in
the cluster (more on that in the next lecture)

*  You need to fill in some things:

- Project
Partition - not needed with course reservation!
- Resources

- What Python installation to use

*  Maxresources for a single GPU job
—1/8 of a node:

- Number of CPU cores: 7
- Memory: 60 GB

Jupyter

Interactive Jupyter session
Documentation
Reservation

No reservation ~

Project

project_465001958 (LUST Training / 2025-05-27-28 Moving Al jobs to LI v

The selected project will be available as $PROJECT in other fields in this form
Partition

small-g ~

Resources
Number of CPU cores

7

SMT is enabled for the selected partition. 2 threads per core will be allocated
Memory (GiB)
16
Number of GPUs (MI250 GCDs)
1
Time

0:30:.00

Settings
Working directory

/project/$PROJECT ~

Basic Advanced

Python

pytorch ( Via CSC stack, limited support available ) ~
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Jupyter notebook

* The job is submitted to
the normal Slurm
gueue

° Oﬂce |T hOS STOI’Ted Jupyter (1M31508) €D | & | Running

“Connec.’r to Jupyter” PEpp—
b U TTO N Wi I | a p p eqar Created at: 2025-05.20 06:28:08 UTC

Time Remaining: 29 minutes

Session ID: d459ff8c-4fd4-4fff-Bc25-45dfaB30c2b0

If you run into issues, please include the following log file in the support ticket: output.log

Project: project_465001958
Partition: small-g

Cores: 14

Memory: 16384M

GPUs (MI250): 1

Module: pytorch

@ Connect to Jupyter
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Getting_Started_with_Al_workshop / In this notebook you will get to know the example machine learning task we will consider For most of the exercises throughout the course: We will finetune the
02_Using_the_LUMI_web_interface / ; . . o ) ) ) )
GPT-neo language model by Eleutheral on the Stanford IMDb movie review data set to obtain a model specialised in generating movie reviews.

Name - Last Modified
since both the model and the data set are availabe from huggingFace.co, we will use the libraries provided by HuggingFace, which present a slightly higher level

abstraction of training with PyTorch.

GPT-neo... 1 hour ago

M| index.md 1 hour ago

This notebook does not yet perform any training but demonstrates loading the model and allows you to perform inference, i.e., generating some text with it. It also
loads the training data set for you to explore.

We begin by loading the required Python modules...

import torch

import os

from datasets import load dataset

from transformers import AutoModelForCausallM, AutoTokenizer

...and determining the device on which to run the model. Even though LUMI uses AMD MI250x GPUs, PyTorch still use cuda when we mean "GPU". The following
should print: "Using device: cuda". If this is not the case, then we have made a mistake in allocating resources for the job or loading the proper software
environment.

device = torch.device('cuda') if torch.cuda.is_available() else torch.device('cpu')
print(f"Using device: {device}")

Using device: cuda

print(torch.cuda.get device name(®))

AMD Instinct MI250X

Meet the Pre-Trained Base Model

Now we load the model using the transformers module. First we set an environment variable to point to a shared cache directory which transformers uses
when loading the model, so it does not have to download the same model repeatedly:

Simple oM & émain Pythan 3 (ipykernel) | Idle Mode: Command &  Ln1,Col1  GPT-neo-IMDB-introductionipynb 0 ,[:].




Limitations of interactive Jupyter runs LUMI

* Using GPUs interactively is inefficient usage of resources

- Most of the tfime, when you are editing code or grabbing @
coffee , the GPU is idle (but nobody else can use itl)

- Because of this interactive use is limited to a single node

* Running multiple copies of your job (e.g., hyperparameter
search) is not possible

* Solution:

- Use Jupyter for development and
experimentation

- Use terminal interface and batch jobs for real runs
“~—— more on this in the next session



L]

Our running example for this course LUMI

* Finetuning GPT-Neo LLM for generating movie reviews on the IMDb
data set

* Using Hugging Face’'s datasets and transformers on top of
PyTorch as training library

GPT-Neo 1.3B Stanford IMDb data set

* 1370 M parameters * 100 000 movie reviews

* BF16 * Varying lengths (low hundreds of words)
e ~2.67 GB e 25000 reserved for testing

O PyTorch



Our running example for this course LUMI

jupyter  02: Get familiar with LUMI web interface and the example

03: Using Slurm scheduler to train on a single GPU
04: Checking on training jobs and some common problems

8: Training on multiple GPUs (on a single GPU node)
9. Training across multiple nodes

Icons: vecteezy.com



Course practicalifies: Reservations LUMI

* A portion of the cluster is reserved for the course

* When starting jobs you need to give the reservation names, otherwise you
apply for resources in the general queues

- in the web-interface, select from the drop down menu
* Day1: AT _workshop_1
* Day?2: AI_workshop_2

* However, if you use areservation that is not active, your job will not run untfil
the reservation becomes active.
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